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ODC Onboarding to VMware ESXi

This chapter describes how to deploy OT Defense Console to a VMware ESXi system.

Prerequisites

= The OVA packages provided by Trend Micro must be available and accessible to VMware ESXi.
=  ESXi version 6 or above with the required specifications.

=  The necessary networks have been properly created in ESXi.

Deploying OT Defense Console

1. Log in to the VMware vSphere web client.
2. Under [Navigator], click [Host] and then click [Create/Register VM].

“‘E' Navigator [ l E localhost.localdomain
o) Get vCenter Server Il Create/Register VM I [F5) Shut down  [Eey Reboot Refresh
Manage '—J ﬁ] g Ex | G
ﬁ Actions
Monitor
localhost.localdomain CPU FREE: 25 GHz
« (31 Virtual Machines m Version 6.5.0 (Build 4564106) L | 82%
USED: 11.1 GHz CAPACITY: 13.6 GHz
v P Kali State: Normal (not connected to any vCenter Server)
. Uptime 10.23 days MEMORY FREE: 12.35 GB
Manitor | 61%
USED: 19.45 GB CAPACITY: 31.53 GB
More VMs...
STORAGE FREE: 149.91 GB
El Storage n B7%
+ 6 Networking E USED: 30834 GB  CAPACITY: 458 25 GB
vSwitch0

3. Select [Deploy a virtual machine from an OVF or OVA file].

71 New virtual machine

R 1 Select creation type Select creation type
2 Select OVF and VMDK file

3 Select storage

How would you like to create a Virtual Machine?

This option guides you through the process of creating a
virtual machine from an OVF and VDK files

5 Deployme Create a new virtual machine

Deploy a virtual machine fix n OVF or OVA file

Register an existing virtual machine

4. Input a name for your ODC and then select an ODC image to upload.
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#31 New virtual machine - odc

+ 1 Select creation type
+ 2 Select OVF and VMDK files

bd 3 Select storage

+ 4 Deployment options

5 Ready to complete

Select storage

Select the datastore in which to store the configuration and disk files.

The following datastores are accessible from the destination resource that you selected. Select the destination datastore for
the virtual machine configuration files and all of the virtual disks.

Name ~  Capacity -~  Free ~  Type ~ | Thin pro... ~ Access ~
datastore1 3.63TB 1.63TB VMFS5 Supported Single
1 items

Finish

Cancel
|

5. Choose a storage location for the ODC virtual machine.

31 New virtual machine - ode

+ 1 Select creation type

2 Select OVF and VMDK files

3 Select storage

4 License agreements
5 Deployment options
6 Additional settings
7 Ready to complete

Select OVF and VMDK files
Select the OVF and VMDK files or OVA for the VM you would like to deploy

Enter a name for the virtual machine.

| | Name your ODC instance

Virtual machine names can contain up to B0 characters and they must be unique within each ESXi instance.

x @ odc_tm.ova

Import the ODC file

Finish

Cancel

6. Select deployment options.

F
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3 New virtual machine - odc

+ 1 Select creation type Deployment options
+ 2 Select OVF and VMDK files Select deployment options
+ 3 Select storage

L4 4 Deployment options
Network mappings

5 Ready to complete

NAT | test v

Disk provisioning © Thin () Thick

Back Finish
|

7. When you see the [Ready to complete] screen, click [Finish] to start the deployment.

#31 New virtual machine - ode

+ 1 Select creation type Ready to complete

' 2 Select OVF and VMDK files Review your settings selection before finishing the wizard
+ 3 Select storage

+ 4 Deployment cptions

5 Ready to complete P Unknown

VM Name odc

Disks instance.vmdk, instance.vmdk
Datastore datastore1

Provisioning type Thin

Metwork mappings NAT: test

Guest OS Name Debian_64

oy
,f_’ ' E Do not refresh your browser while this VM is being deployed.
.

8. Under the [Recent tasks] pane, you will see a progress bar indicating that the ODC image is
being uploaded. Please wait until the upload is finished.

9. Add an external disk with at least 50 GB space to the ODC instance.
a. Power off the ODC instance if it is powered on.

b. Add the external disk by the following steps: [Actions] > [Edit settings] - [Add hard
disk] > [Save].
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1 Edit settings - odc (ESXi 6.0 virtual machine)

| Virtual Hardware | VM Options |

) Add hard disk #8 Add network adapter g Add other device

» [ cPU A g v @

v
» W Memory /B MB v
» (2 Hard disk 1 /&) GB M
» 2 New Hard disk /&, GB v
» [E3] SCSI Controller 0 LS Logic Parallel M
» MM Network Adapter 1 test v Connect
» (@ video Gard Specify custom settings M

Add an external disk

I| Save I| Cancel
— Y

(%1 Edit settings - ode (ESXi 6.0 virtual machine)

[\nnual Hardware ] VM Options |

2 Add hard disk | M8 Add network adapter =] Add other device

| Existing hard disk
T TVTETTIOTY

v S Hard disk 1 /&)

» [ SCS Controller 0 LSl Logic Parallel

+ MM Network Adapter 1 test v Gonnect

b @ Video Card Specify custom settings b

| Save H Cancel |
e

c. The external disk size can be decided depending on the number of logs to be stored, as
shown on the suggestion table below.

#of Logs Disk
10,000,000 50 GB
50,000,000 150 GB
100,000,000 300 GB

d. If ODC needs to increase the number of the logs to be stored, the steps are (1) power off
the ODC, (2) enlarge the external disk size to fit the maximum log requirement, and (3)
power on the ODC instance. After that, ODC will enlarge the storage available for log
files.

e. If we want to migrate the existing ODC setting to the newly launched VM, please refer to
System Migration on page 21.
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Note: The ODC requires one external disk and the minimum size of the external disk must be
above 50GB, otherwise the ODC will not finish initialization and will not complete the
boot process.
Note: The external disk is used to store the system configurations and event logs. You may

attach the external disk of a terminated ODC instance here instead of adding a new disk
if you want to migrate the previous configurations and logs to the new ODC instance.

10. Power on the VM.

[ odc 1. Warning 25.96 GB

Confirm the ODC instance is booted

odc
Guest OS Other (32-bit)
Compatibility ESXi 6.0 and later (VM version 11)
VMware Tools Yes
) CPUs 8
vmware (SRS

Click the window to log into the vShell of ODC

11. (Optional) Adjust your ODC instance to use proper resource configurations based on the
following sizing table or using the default settings (8 core CPU, 16 GB memory).

a. Shut down the instance of ODC and click [Edit].
The [Edit settings] window will appear.

b. Configure the number of CPU cores.

c. Configure the amount of memory.

d. Boot the ODC instance.

Sizing Table

Nodes CPU Memory
50 4 cores 16 GB
100 4 cores 16 GB
150 6 cores 32 GB
200 8 cores 32 GB

| Virtual Hardware VM Options

— Add hard disk ¥8 Add network adapter

= Add other device

+ [ CPU A\

v Select the”CPU” item to customize the number of CPUs

» i Memory /Iy

+ L Hard disk 1 /iy

+ [ SCSI Gontroller 0
+ M Network Adapter 1

+ (B videa Card

LSl Logic Parallel

VM Network

Speci

MB v
v
v

v Connect

fy custom settings v

Save

Gancel
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| Virtual Hardware | M Options

| Add hard disk 8 Add network adapter 9 Add other device

HIGEU A BT Select the ‘Memory’ item and
» B Memory A\ -~ e .| adjustthe amount‘of memory
allocated to ODC instance.

» o Hard disk 1 /1y 100 GB

3 SCSI Controller 0 LSI Logic Parallel

» M Network Adapter 1

VM Network @ Connect

» @ video Card Specify custom settings

- cencel

Accessing the ODC CLI

1. Open the ODC VM console.
2. Log in with “root / txone”
3. Change the default password
a. Type oobe
b. Change the default password

c. Re-log in to the ODC with your new password

If you want to exit this shell, please type ‘exit' or "Ctrl-D

Caution 2 the command b actiy
Caution: > the command *° """ acti
Caution: sase type the command S to act

» the command ] to acti

to actiy

4. After re-logging in to ODC, you may optionally type the “help” command to see a list of
available commands for the instance.

vShell, version v1.5.4
T commands provid
IP whiteli

Manage the netwo
the hability of a host
down the machine imm

Commands of the d e center web

t table:
Auto-complete or choose the rth uggestion on the list
A Go to the head of the I\ne
E

D e t character located at the cursor
L Clear the screen
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Getting the IP Address of the ODC Instance

1. Type the following command to get the IP address of the ODC Instance

$ iface 1ls

p default glen 1

p default glen 10¢

[Optional] Configure the IP Address Settings

You can choose to configure the IP address manually.

1. Use the “iface update” command to update the settings of an existing network interface. For
example, the following command sets the interface “eth0” to a static IP address
10.7.19.157/24 with the Gateway IP address 10.7.19.254:

$ iface update eth0 --method static --address 10.7.19.157 --netmask
255.255.255.0 --gateway 10.7.19.254

iface update eth@ --method static --address 10.7.19.157 --netmask 255.255.255.0 --gateway 10.7.19.254
Interface settings are changed. Please type this command to take e : “iface restart eth@’

2. Confirm the network interface settings are correct and execute the following command to
bring the new settings into effect:
$ iface restart ethO

3. Execute the following command to view the network interface settings:

$ iface 1s

"Name"
"Famil
"Metho

te UNKNOWN group default glen 1

tate UP group default qlen 1000

10
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Use the “resolv add” command to add a DNS server and “resolv Is” to list the DNS servers
you've added. For example, the following command adds “8.8.8.8"” to the DNS server list.
$ resolv mode custom
$ resolv add 8.8.8.8

TREND,
MICRDO

Type the following command to view the DNS server settings.

$ resolv 1s

resolv mode custom
resolv add 8.8.8.8
8.8.8.8 is added

resolv ls
Custom Mode
8.8.8.8

Execute the following command to reboot the VM:
S reboot

Opening the Management Console

OT Defense Console provides a built-in management console that you can use to configure and

man

age the product. View the management console using a web browser.

Note: View the management console using Google Chrome version 63 or later; Firefox version

53 or later; Safari version 10.1 or later; or Edge version 15 or later.

Procedure

1.

In a web browser, type the address of the OT Defense Console in the following format:
https://<target server IP address or FQDN>
The login screen will appear.

2. Enter your credentials (user name and password).
Use the default administrator credentials when logging in for the first time:
. User name: admin
] Password: txone
3. Click Log On.
If this is your first log on, the Login Information Setup frame will appear.
Note: You must change the default login name and password at first log on before you can
access the management console.
Note: New login name can not be “root”, “admin”, “administrator” or “auditor” (case-

insensititive).

a. Confirm your password settings.
L] New Login Name
= New Password
=  Retype Password
b. Click Confirm.
You will be automatically logged out of the system. The Log On screen will appear again.

c. Log on again using your new credentials.

11
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g5man
amin (admin) ~ 20y EXONE”
@) OT Defense Console & aamin paminy - =2 EXO
Dashboard Visibility + Node Management v Logs v Administration v About
Dashboard
Summary +
£ Tab Settings # Add Widgets
Environment Summary (Group Summary) n= Asset Types n=
All Groups All Groups

® sCADA 9
[~ ] "~ @ ittt Network Appllance 4
E 1 industrial Embedded PC 3
\ ©® HMI 6

5

@ Industrial Production Machines 4

Devices \- 112¥
4 4

Device List n=
All Groups

Device P Status Pattern Version Firmware Version Model Assets

IPS-355eb2 172.24.0.34 * Online TM_200921.12 114 IPS-102-BP_TM 10

1PS-agen2f 172.24.0.35 ® Online TM_20092112 114 1PS-102-BP_TM 10

IPSP-41bfc 172.24.0.38 ® Online TM_IPSP_200930_14 1047 IPS-Pro-1048-BP-TM 10

IEF-b6e2b 172.24.033 * Online TM_190115_1_RELS 114 IEF-1012_TM 10

System Migration

When a new version of ODC is released, we can migrate the settings of the old ODC by attaching the
external disk of the old ODC to the new ODC VM. The migration of settings includes:

=  The UUID of the old ODC
=  The pattern and firmware downloaded by the old ODC

=  The system configuration set from the old ODC including its license, accounting information,
security policies, and so on

= The security event logs stored by old ODC

Procedure

1. Launch the new instance of ODC (refer to section “"Deploying OT Defense Console”)
2. Power off the old ODC

| T3 Navigator “ odc-esxi - Virtual Machines.
~ [ Host
Manage 5 Create/ Register VM | 18 Console -- Suspend | @ Refresh | £F Actions ac
Monitar ) Virtual machine v State v Status ~ Used space v GuestOS « Host name ~ HostCPU
m B ode_trendmicro P Po. & Normal 41.11 GB Other (32-bit) opc 1.2 GHz
(2 storage
» €3 Networking

odc_trendmicro

Guast 05 Other (32-bit)

Compatiiity ESXi 6.0 and later (VM version 1)
Vhtwears Too Yes

cRUs 8

Memory 1668

Host name ooc

3. Attach the external disk of the old ODC to the new ODC.

12
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4. The old ODC's information will be migrated into the new ODC.

(| Edit settings - new_odc (ESXi 6.0 virtual machine)

[ Virtual Hardware '1 VM Options J

2 Add hard disk | ¥ Add network adapter S Add other device

) New hard disk

8 MEN i ]
20480 mB v

B Existing hard disk
Vietony

b [ Hard disk 1 /& 25 GB v

+ B sCSI Controller 0 LSI Logic Parallel M

» [ Network Adapter 1 test ¥ @ Connect
» [ Video Card Specify custom settings v

Save Cancel

= |

Ca Datastore browser

4 Upload [ Download [ Delete [= Move [5Copy (7] Createdirectory | @ Refresh

£ datastorel ;1 1.1.0_odc_... B 1.1.8_odc_trendmi... 3

| 1.1.0-acf_o... 2 data.vmdk

| 1.1.1_odc_t... 1.1.8_odc_trendmicro....
25 GB

11.1.3 ode.t... Thursday, September 2...

] 1.1.4_odc._...

| 1.1.4_odc_t...
| 1.1.4_test_...

] 1.1.5_odc_t...
| 1.1.6_odc_t...
] 1:1.7_odc:t..;
| 1.1.7-demo...

# 1.1.8_odc_t...

13
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Installing ODC on a VMware Workstation

This chapter describes how to deploy OT Defense Console to a VMware Workstation system.

Prerequisites

= The OVA packages provided by Trend Micro must be available and accessible to the VMware
Workstation.

= VMware workstation 14 or later is required.

Deploying OT Defense Console

1. Start the VMware Workstation and click [File] on the menu bar.

B VMware Workstation - s *
File Edit View VM Tabs Help o e o
e * it Home ] My Computer
£ Type here to search e
O~
1 My Computer I;I My ComPUter =

MName Status

2. Select [Open] to import the ODC VM image file (*.ova).

14
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@ VMware Workstation - = S
file Edit View VM Tabs Help SO |y =
[erem; * {f» Home 1 My Computer
£ Type here to search v|
1 My Computer I:I My ComPUter
MName B Status

3. Select the ODC VM image file from your localhost file path and click the [Import] button.

[B  VMware Workstation = =] X
Flle Edit View VM Tabs Help SR |y =}
il b 4
Ay ¢ Home 1 My Computer
L Type here to search v|
I -
] My Computer My COmputer I
MName Status
Import Virtual Machine #

Store the new Virtual Machine
Provide a name and local storage path for the new
virtual machine.

Mame for the new virtual machine:

‘ odc_tm

Storage path for the new virtual machine:

N -
Help Cancel

4. Check the detailed VM information of the imported ODC VM.

15
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@ odc_tm - VMware Workstation s]
File Edit View VM Tabs Help = - m e [ ]
le'éry * 11 Home 1 My Computer _: odc_tm
Type here to sea -
= 1 My Computer r‘l:l Od(_trﬂ
] odc i |
P Power machine
Iz Edit virtual r settings
[ Upgrade thi nachine
¥ Devices
= Memory 16 GB
.k Processors 8
=4 Hard Disk (SCSI) 25GB
e Network Adapter PNAT
[_1Display Auto detect
+ Description
Type here to
machine,
¥ Virtual Machine Details
State: Powered off
Configuration file:
Hardware compatil : Workstation 11.x virtual machine
Primary IP address: Network information is not available
5. Add an extra disk.
a. Click [Edit virtual machine settings].
b. Click [Add], then choose [Hard Disk].

Add Hardware Wizard X

Hardware Type
‘What type of hardware do you want to install?

Hardware types: Explanation

Add a hard disk.

CD/OVD Drive

MNetwork Adapter
USB Controller

<}» Sound Card

O parallel Port

Serial Port

Printer

Generic SCSI Device

Cancel

c. Select Disk type.

16
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Summary Disk file
|
8

EiHard Disk (SCST) 2568 Capacity

2 Network Adapter _NAT | Currentsize: 5.9GB

Cloisplay Add Hardware Wizard X

Select a Disk Type
‘What kind of disk do you want to create?

Virtual disk type
O DE
(Recommended)
Map...
e Defragment
(1] MvMe devices are not supported on Workstation 11.x virtual machines,
Expand...
Compact
Advanced. ..

< Back Next > Cancel

Add... Remove

Cancel Help

d. Select Disk size.
Add Hardware Wizard X

Specify Disk Capacity
How large do you want this disk to be?

Maximum disk size (GB): sd (£

Recommended size for Other: 8 G8

] Allocate all disk space now.

Allocating the full capadty can enhance performance but requires all of the physical
disk space to be available right now. If you do not allocate all the space now, the
virtual disk starts small and grows as you add data to it.

(O store virtual disk as a single file
(® spiit virtual disk into multiple files

Sphitting the disk makes it easier to move the virtual machine to another computer
but may reduce performance with very large disks.

<Back Next > Cancel

e. Select path to store the disk.
f.  Click [OK].

6. (Optional) Adjust your ODC instance to use proper resource configurations based on the
following sizing table or using default settings (8 CPU cores, 16 GB of memory).

Sizing Table

Nodes CPU Memory
50 4 cores 16 GB
100 4 cores 16 GB
150 6 cores 32 GB
200 8 cores 32 GB

a. Click [Edit virtual machine settings].

17
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b. Configure the amount of memory.

c. Configure the number of CPU cores.
@ odc_tm - VMware Workstation

file Edit View VM Tabs Help | P ~ IC)

=

Lib; el = =
AR (i Home ] My Computer 1 odc_tm

= 2 My Computer I-_‘E] OdC__tm

P> Power on this virt
([ Edit virtual

[ Upgrade this vi

| machine

ettings

sal machine

¥ Devices
E=Memory 16 GB
Processors 8
(=) Hard Disk (SCSI) 25GB
() Hard Disk 2 (SCSI) 50 GB
€3 Network Adapter NAT

[1Display Auto detect

v Descnp ion

~ Virtual Machine Details
State:
Configuration

Powered off

Hardware compatibility: Workstation 1 virtual machine
Primary IP address: Network information is not available

WU VLTI JELTIYS

~
& odec_tm - VMwar(

are .
File Edit View Y * [t

= Memory
Library Device Summary . o .

Spedify the amount of memary allocated to this virtual machine. The memory
2 Memory 8GB

Type here to seal size must be a multiple of 4 M3,

8
=1 J My Computer 2568 Memory for this virtual machine: 8192 = | Mg
IC] ode_tm 50GB
€3 Network Adapter NAT —_—
[oisplay Auto detect -
16 GB <
ece @l B Maximum recommended memory
4GB (Memory swapping may
. occur beyond this size.)
1GE 13.2GB
512 MB 1
M Recommended memory
256 MB -
256 MB
128 MB
4 MB Guest 05 recommended minimum
2Me 32M8
16 MB
& MB
4 ME
Add...

Cancel Felp

18
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VLGS LI R 1D ~
Bl ode_tm - Viviwar|
) Hardware  Qptions
File Edit View | Sl
Processors
Library
Humber of processors: 4 ~
5 i Humber of cores per pro | ~
5 [ My Computer E=Hard Disk (SCST) Total processor cores: 4
| odc_tm [\ Hard Disk 2 (5CST)
"1 Network Adapter virtualization engine
[bispla Auto detect -
=Py ks [ virtualize Intel VT-x/EPT or AMD-VJRVI
:| Virtualize CPU per counters
Add...
Cancel Help

7. (Optional) Change the network adapter setting from ‘NAT’ to ‘Bridged".
a. Right click the ODC VM icon and select [Settings].

b. Select [Network Adapter] and change the default setting from [NAT] to [Bridged] if
necessary.

8. Boot the ODC VM, and the ODC instance will start.

Bl odc_tm - VMware Workstation

[w]
File Edit View VM Tabs Help | ] ~ & | @ 2 0OEDOiNS b -
Library
Type here to search
S ] My Computer
» ode_tm

19
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Hardy e S
File Edit View Y 'rdware [Options

Library Device Summary Dik:fie
) Type here to 5ea~l EME"’O(V 863
= | i FProcessors 4
= [ My Computer [3Hard Disk (SCSI) 25G8 Capadity
I3 odc_t
[ odetm Add Hardware Wizard X
Select a Disk
Which disk do you want to use?

Disk ated for this hard disk.

(O Create a new virtual disk pred in a single file.
A virtual disk is composed of one or more files on the host file system, which will
appear as a single hard disk to the guest operating system. Virtual disks can
easily be copied or moved on the same host or between hosts. able only when the virtual machine is powered off.

(®) Use an existing virtual disk fisk to a local volume. Map. ..
Choose this option to reuse a previously configured disk.

soldate free space. Defragment

(O Use a physical disk (for advanced users)
Choose this option to give the virtual machine direct access to a local hard disk. Expand...
Requires administrator privileges.

fused space. Compact
Advanced...
< Back Next > Cancel
Add... Remove
To direct input to this V| OK Cancel Help

System Migration

When a new version of ODC is released, we can migrate the setting of the old ODC by attaching the
external disk of the old ODC to the new ODC VM. The migration of settings can include:

=  The UUID of the old ODC
= The pattern and firmware downloaded by the old ODC

= The system configuration set by the old ODC including license, accounting information,
security policies, and so on.

=  The security event logs stored by the old ODC

Procedure

1. Launch the new ODC instance (refer to section “"Deploying OT Defense Console”)
2. Power off the old ODC

3. Attach the external disk of the old ODC to the new ODC.

4

A window will come up where you can select which settings and data will be migrated into the
new ODC, and after your confirmation the old ODC's selected information will be migrated
into the new ODC.

Configuring the ODC system

Please check the following sections for directions on configuring your ODC system:
=  Accessing the ODC CLI on page 9

20
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Getting the IP Address of the ODC Instance on page 10
[Optional] Configure the IP Address Settings on page 10

Opening the Management Console on page 11

21
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Terms and Acronyms

The following table lists the terms and acronyms used in this document.

Term/Acronym Definition
EWS Engineering Workstation
HMI Human-Machine Interface
ICS Industrial Control System
IT Informational Technology
oDC Operational Technology Defense Console
oT Operational Technology
OT Defense Operational Technology Defense Console
Console
PLC Programmable Logic Controller
SCADA Supervisory Control and Data Acquisition
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